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Let G be a split reductive group over Q. G(A)1 =
∩χ∈X∗(G) ker |χ| where X∗(G) is the lattice of
characters of G. For example, G = GLn, G(A)1 =
{g ∈ GLn(A) : |det g| = 1}. We always have
vol(G(F )\G(A)1) < ∞ and G(A)1\G(A) ' Rk>0
for some k. Given f on G(F )\G(A) and a
parabolic P = MU the constant term along
P is defined by

fP (g) =
∫
U(F )\U(A)

f(ug) du

It is a function on M(F )U(A)\G(A). Define

L2
cusp(G(F )\G(A)1) = {ϕ ∈ L2(G(F )\G(A)1) :

fP ≡ 0 for all proper parabolic P}

FACT: L2
cusp(G(F )\G(A)1) decomposes discretely.

The theory of Eisenstein series reduces, in some
sense, the study of L2(G(F )\G(A)) to the study
of L2

cusp(M(F )\M(A)) for all Levi subgroup M

of G.

Let A0
G = A0(G(F )\G(A)1) denote the “alge-

braic” part of L2
cusp(G(F )\G(A)1): functions



which span a finite length subrepresentation

(z-finite) and which are K-finite. Thus, A0
G =

⊕πA0
G,π, where π range over cuspidal represen-

tations of G(A).

cuspidal Eisenstein series - maximal parabolic

case

Let P = MU maximal parabolic. Also fix a

“good” maximal compact K =
∏
vKv of G(A).

Let TM be the center of M in the derived

group of G. It is isomorphic to the multi-

plicative group Gm. Let AM be R>0 imbedded

in TM(A). Let $ be the fundamental weight

corresponding to P . It can be viewed as a

rational multiple of a character of M . We

get a quasi-character |$| : M(F )\M(A) → R>0

For example, if G = GLn, M = GLn1 × GLn2,

n1 + n2 = n, K = O(n,R)
∏
p<∞GLn(Op) and

|$| (g1, g2) =
(
|det g1|1/n1
|det g2|1/n2

)1
2
.



We denote by A0
P = A0(M(F )U(A)\G(A)) the

space of functions ϕ : G(A) → C such that

ϕ(amug) = δP (a)
1
2ϕ(g) for m ∈ M(F ), u ∈

U(A), a ∈ AM and for all k ∈ K the func-

tion m 7→ ϕ(mk) ∈ Acusp(M). We have A0
P =

⊕πA0
P,π (sum over cuspidal π of M).

We can identify A0
P = IndG(A)

P (A)A
0
M by

ϕ 7→ f(g) = δ
−1

2
P ϕ(·g)

f 7→ ϕ(g) = [f(g)](m)

Set

ϕs(g) = |$|s (m)ϕ(mk)

for g = umk, u ∈ U(A), m ∈ M(A), k ∈ K and

s ∈ C. With the action I(g, s)ϕ = (ϕs(·g))−s
A0
P becomes IndG(A)

P (A)A
0
M⊗|$|

s. We write A0
P (s)

the space A0
P (s) with the action I(g, s). The

isomorphism A0
M,π ' HomM(A)(π,A0

M)⊗π gives

rise to A0
P,π ' HomM(A)(π,A0

M)⊗ IP (π, s).



Define

E(g, ϕ, s) =
∑

γ∈P (F )\G(F )

ϕs(γg)

Properties:

series is absolutely convergent for Re(s) � 0.

admits meromorphic continuation to the whole

plane and a functional equation.

only finitely many poles for Re(s) > 0, all sim-

ple and they lie on the real line. The residues

are in L2(G(F )\G(A)1).

holomorphic for Re(s) = 0.

Whenever regular, E(·, ϕ, s) defines an inter-

twing map A0
P (s) → AG (automorphic forms

on G).



Let P̄ = MŪ be the opposite parabolic. Then
EP̄ = M(s)ϕ (+ϕs, if P̄ is conjugate to P )
where

M(s)ϕ =
∫
Ū(A)

ϕs(ug) du.

The latter is an intertwining operator A0
P (s) →

A0
P̄
(−s). (Note that $P̄ = $−1

P .) M(s) admits
similar analytic properties.

The functional equations are

E(g,M(s)ϕ,−s) = E(g, ϕ, s)

M(P̄ ,−s) ◦M(P, s) = Id

Remarks about proofs:

Key Fact: for Re(s) � 0, E(·, ϕ, s) is the unique
form satisfying

FP = ϕs

FP̄ has exponent − s

FQ ≡ 0 for Q 6= P, P̄



One direction is a straightforward computa-

tion. The other uses L2-argument.

The Key Fact implies the meromorphic con-

tinuation and the functional equation. It also

implies that the residues are in L2.

M(P, s)∗ = M(P̄ , s̄), and therefore the func-

tional equation implies that M(s) is unitary for

Re s = 0, therefore holomorphic.

Maass-Selberg relations: for s = σ+ it

‖ΛTE(·, ϕ, s)‖22 =

eσT (ϕ, ϕ)− e−σT (M(s)ϕ,M(s)ϕ)

σ
+

Im eitT(M(s)ϕ, ϕ)

t
where

(ϕ1, ϕ2) =
∫
AMM(F )U(A)\G(A)

ϕ1(g)ϕ2(g) dg

Consequences:

E(ϕ, s) is holomorphic whenever M(s) is.



LHS≥ 0. This implies, that for σ > 0, t 6= 0

M(s) has no pole, otherwise −e−σT (M(s)ϕ,M(s)ϕ)/σ

will dominate the RHS. Similarly, for σ = 0 a

pole must be simple for the same reason.

The meromorphic continuation works for smooth

functions (not necessarily K-finite). However

it does not hold for non-z-finite functions!

Fix a maximal torus T0 of G and a Borel sub-

group B containing T0. Let W = NG(T0)/T0 be

the Weyl group of G. Suppose that τp is an un-

ramified representation of G(Qp). Then τp is a

subquotient of Ind
G(Qp)
B(Qp)

χp for some unramified

character χp of the torus T0(Qp). The orbit of

χp under W is determined by πp. If ψ1, . . . , ψr
is a basis for the lattice X∗(T0) of rational

characters of T0, then χ(tp) =
∏r
j=1

∣∣∣χj(tp)∣∣∣sj
for some sj ∈ C uniquely determined up to

2πi/logp. In a more invariant way, χp is deter-

mined by an element µ in a∗0,C = X∗(T0) ⊗ C.



(determined up to 2πia0/(logp), as well as W
action). Now, we can define a complex group
LG with torus LT0 such that X∗(LT0) = X∗(T0)
and the roots of T0 are the co-roots of LT0.
We can identify LT0(C) with X∗(LT0) ⊗ C∗ =
X∗(T0)⊗ C∗. The semi-simple classes of L(G)
are identified with X∗(T0) ⊗ C∗/W . Thus, we
obtained a conjugacy class λ(τp) of LG(C) by
taking the image of µ under the map a∗0,C →
X∗(T0)⊗C∗/W induced by z 7→ pz. This is the
Frobenius-Hecke parameter of τp.

Back to the intertwining operators

On A0
P,π = Hom(π,A0

M,π) ⊗ IP (π, s) M(s) =
Id⊗M(π, s) where M(π, s) : IP (π, s) → IP̄ (π, s).
If π = ⊗πv, M(π, s) = ⊗Mv(πv, s).

If πp is unramified with parameter µp ∈ a∗0,C
then on the unramified vector M(πp, s) is given
by the scalar

∏
α

1− p−〈µp+s$,α∨〉−1

1− p−〈µp+s$,α∨〉



where the product is over all roots α of TM
in U . (Gindikin-Karpelevic formula - analoge
from the real case)

In LG there is a corresponding parabolic LP

with Levi LM and unipotent LU . Decompose
the representation Ad of LM on L(LU) as ⊕kj=1rj

where rj corresponds to the roots α of LU (i.e.,
the co-roots α∨ of U) for which ($,α∨) = j

(that is, writing α∨ as a sum of simple co-
roots, the coefficient corresponding to the sim-
ple root defining P is j). In fact, rj corresponds
to the j-th constituent in the lower central se-
ries for LU , and rj is irreducible. The above
expression can be written as

k∏
j=1

det(1− p−j(s+1)r̃j(λ(πp)))

det(1− p−jsr̃j(λ(πp)))
.

Thus, on A0
π,s M(s) is given roughly as

k∏
j=1

L(js, π, r̃j)

L(js+ 1, π, r̃j)



where for a representation r : LG→ GLn(C)

L(s, π, r) =
∏
p

det(1−p−sr(λ(πp)))−1 Re(s) � 0.

This implies the meromorphic continuation (strip

by strip) of the L(s, π, rj)’s.

Langlands insights:

• From the structure of the Gindikin-Karpelevic

formula come up with the L-group

• General notion of L-functions

• Conjecture general analytic properties of

L-functions

• functoriality conjecture: any L-function is

an automorphic function of GLn.



These revolutionary ideas came (in a domino

effect) from the computation of the constant

term of cuspidal Eisenstein series, carried out

by Langlands in the 60’s (Euler products manuscript,

Yale University). It is therefore a turning point

in the theory of automorphic forms.

Examples: G = GLn, M = GLn1 × GLn2, π =

π1⊗π2, πi a cuspidal representation of GLni(A).

In this case k = 1 and r1 : GLn1(C)×GLn2(C) →
GLn1n2(C) is the tensor product representa-

tion. It gives rise to Rankin-Selberg L-functions.

G = Sp2(n+m), M = GLn × Sp2m, π = τ ⊗ σ,
LM = GLn(C) × SO2m+1(C). In this case k =

2. r1 : LM → GLn(2m+1)(C) is the tensor

product representation of GLn(C)×GL2m+1(C)

restricted to LM while r2 : LM → GL(n2)
(C) is

the exterior square representation ∧2 of GLn(C).

(In the case m = 0 only the latter appears.)

Similarly for other classical groups.



Exceptional cases G = G2; one of the max-

imal parabolic subgroups gives rise to the 4-

dimension symmetric cube representation of

GL2(C).

G = E8, M = GL2×GL3×GL5 (up to isogeny).

Here k = 6 and

r1 : GL2(C)×GL3(C)×GL5(C) → GL30(C)

in the (triple) tensor product representation.

G = E8, M = GL5×GL4 (up to isogeny). Here

k = 5 and r1 : GL5(C)×GL4(C) → GL40(C) is

given by r1(g1, g2) = ∧2(g1)⊗ g2.

G = E8, M = GL8; k = 3 and r1 is the ex-

terior cube (56-dimensional) representation of

GL8(C).

G = E8, M = Spin(14); k = 2 and r1 is the

(64-dimensional) spin representation of Spin(14).



General case P = MU any parabolic, TM the
center of M in the derived group of G (a torus
of dimension r – the co-rank of M), AM ' Rr>0
the positive real points in TM(A), X∗(M) - the
lattice (of rank r) of characters of M triv-
ial on the center of G. We form the vec-
tor space a∗M = X∗(M) ⊗ R = X∗(TM) ⊗ R;
a∗M,C = X∗(M) ⊗ C. This space gives rise to

quasi-character m 7→ |m|λ : M(F )\M(A) → C∗
defined by∣∣∣mχ⊗s

∣∣∣ = |χ(m)|s =
∏
p≤∞

|χ(mp)|sp

Consider the space

A2
P = {ϕ : M(F )U(A)\G(A) → C|

δP (m)−frac12ϕ(mk) ∈ A2
M for all k ∈ K

where A2
M is the space of K-finite functions

on AMM(F )\M(A), which span a finite length
reprsentation in L2

disc(M(F )\M(A)1). Again

A2
P = IndG(A)

P (A)A
2
M and by twisting

ϕλ(umk) =
∣∣∣mλ

∣∣∣ϕ(mk)



we have A2
P (λ) = IndG(A)

P (A)A
2
M ⊗

∣∣∣·λ∣∣∣ for any

λ ∈ a∗M,C. As before, the Eisenstein series are

defined by

E(g, ϕ, λ) =
∑

γ∈P (F )\G(F )

ϕλ(γg)

Whenever regular, they define intertwining maps

A2
P (λ) → AG. We also have the intertwining

operators

MP ′|P (λ) : A2
P (λ) → A2

P ′(λ)

defined for any P ′ with Levi M by

MP ′|P (λ)ϕ(g) =
∫
(UP (A)∩UP ′(A))\UP ′(A)

ϕλ(ug) du

Properties

• E(ϕ, λ) and M(λ) converge for Re(
〈
λ, α∨

〉
) �

0 for all α ∈ ∆P .



• admit meromorphic continuation to a∗M,C
and functional equations

EP ′(MP ′|P (λ)ϕ, λ) = EP (ϕ, λ)

MP ′′|P ′(λ)MP ′|P (λ) = MP ′′|P (λ)

• The singularities lie on hyperplane
〈
λ, α∨

〉
=

c, α ∈ ΣP .

• holomorphic for Re(λ) = 0. MP ′|P (λ) is

unitary there.

The Eisenstein series are the building blocks

for the decomposition of L2(G(F )\G(A)). This

is Langlands’ theory which consists of two parts:

1. L2-decomposition using square-integrable

Eisenstein series.



2. constructing the square-integrable automor-
phic forms as residues of Eisentsein series.

The first part is more ”rigid” in a sense, but
originally it relied on the second part (which
was completed first). In fact, even the ana-
lytic properties of square-integrable Eisenstein
series were not known before the second part.
Nowadays, there is an independent proof of
this (due to Bernstein), and in principle the
first part can be done independently of the sec-
ond part. (For the local analogue, the Plancherel
formula - cf. Waldspurger, following Harish-
Chandra.)

Example:

(θf , ϕ)Γ\H = (f, ϕU)R>0

Therefore the space spanned by θf is the or-
thogonal complement of L2

cusp(Γ\H). Now,

(θf1, θf2)Γ\H = ((θf1)U , f2)R>0
= (Mf1, f2)R>0



where Mf(y) =
∫
R f(y/(x

2 + y2)) dx. We have

M̂f(s) =
∫
Re s=s0�0

φ(s)f̂(−s) ds

By isometry of Fourier transform

(f1, f2) =
∫
Re s=s0

f̂1(s)f̂2(−s) ds

We get

(θf1, θf2) =
∫
Re s=s0

f̂1(s)f̂2(−s) ds+∫
Re s=s0�0

f̂1(s)φ(s)f̂2(s) ds =∫
Re s=0

f̂1(s)f̂2(s) ds+∫
Re s=0

f̂1(s)φ(s)f̂2(−s) ds+Res
s=1

2
φ(s)·f̂1(

1

2
)f̂2(

1

2
)

On the other hand,

(θf1, θf2) =
∫
Re s=s0�0

(f̂1(s)E(·, s), θf2)

which can be written as

(
∫
Re s=0

f̂1(s)E(·, s) ds,
∫
Re s=0

f̂2(s)E(·, s) ds)+



f̂2(s0)(
∫
Re s=0

f̂1(s)E(·, s) ds,Ress0E)+

f̂1(
1

2
)(Res

s=1
2
E,

∫
Re s=0

f̂2(s)E(·, s) ds)+

f̂1(
1

2
)f̂2(s0)(Res

s=1
2
E,Res

s=1
2
E)

Comparing, we get

(Res
s=1

2
E(·, s),Res

s=1
2
E(·, s)) = Res

s=1
2
φ(s),

(Res
s=1

2
E(s) ds,

∫
Re s=0

f̂(s)E(·, s) ds) = 0

and

(
∫
Re s=0

f̂1(s)E(·, s) ds,
∫
Re s=0

f̂2(s)E(·, s) ds) =

∫
Re s=0

(f̂1(s)+φ(s)f̂1(−s))(f̂2(s) + φ(s)f̂2(−s))

L2(G(F )\G(A)) = ⊕[M ]L
2
[M ](G(F )\G(A)) where

[M ] ranges over classes of Levi subgroups up

to association.



Let P(M) be the class of parabolic subgroups

with LeviM (up to conjugation). L2
[M ](G(F )\G(A))

is isometric to the space

F = (FP )P∈P(M) : ia∗M → ⊕P∈P(M)A
2
P

satisfying FP ′(λ) = MP ′|P (λ)FP (λ) for all P, P ′ ∈
PM , λ ∈ ia∗M and such that

‖F‖2 =
∫
ia∗M

‖FP (λ)‖2 dλ <∞

The isometry is given by F 7→
∫
ia∗M

EP (·, F (λ), λ) dλ

(independent of P ∈ P(M)). In the other di-

rection

f 7→ FP (λ) =
∑
{ϕ}

(f,EP (·, ϕ, λ))

where ϕ ranges over an orthonormal basis of

A2
P .

Residual spectrum: Given M and a cuspidal

representation π of M(A). Let φ : M(F )U(A)\G(A) →
C be such that δP (m)−

1
2φ(mk) ∈ A0

M,π but for



which φ(amk) is compactly supported in AM
for m ∈M(A)1. we form

θφ(g) =
∑

γ∈P (F )\G(F )

φ(γg)

It is absolutely convergenct and rapidly decras-
ing. Let

φ̂(λ)(·) = (
∫
AM

a−λδ(a)−
1
2φ(a·) da)−λ ∈ A0

P

The functions φ̂ are Paley-Wiener functions on
a∗M,C with values in a finite-dimensional sub-

space of A0
P . By Mellin inversion,

θφ(g) =
∑

γ∈P (F )\G(F )

∫
Reλ=λ0

φ̂(λ)(γg) =

∫
Reλ=λ0

E(λ, φ̂(λ), λ) dλ.

for Reλ� 0.
Let L2

(M,π) be the space spanned by θφ. We

write (M,π) ≡ (M ′, π′) if M ′ = gMg−1 and π′ =
πg for some g ∈ G(F ). Let [(M,π)] denote the
class of (M,π)



The starting point is:

L2(G(F )\G(A)) = ⊕[M,π]L
2
(M,π)(G(F )\G(A))

residue operators: Consider the space of mero-

morphic functionsM(a∗M,C) on a∗M,C whose only

singularities are along hyperplanes of the form

Lα,c = {λ ∈ a∗M,C :
〈
λ, α∨

〉
= c} α ∈ ∆P , c ∈ C

Let V be an affine subspace of a∗M,C which is

given by intersections of hyperplanes Lα,c. Let

V 0 denote the vector part of V which a sub-

space of a∗M . A residue operator along V is a

linear map ResV : M(a∗M,C) → M(V ) which is

given by a linear combination of the following

operators. Given a chain V = Vk ( Vk−1 (
. . . V0 = a∗M,C with Vi+1 = Vi ∩Lαi,ci and points

zi ∈ V 0
i−1 \ V

0
i , i = 1, . . . , k we look at the

composition of ri : M(Vi−1) → M(Vi) where

rif(v) = Ress=0 f(v + szi). Of course ResV
depends on some choices.



Simplest case:

ResV f = (
k∏
i=1

(
〈
λ, α∨i

〉
− ci)f(λ))V

for functions such that the right-hand side is

holomorphic.

notation: if V is defined over R (that is V ∩
a∗M 6= 0) we let o(V ) ∈ a∗M ∩ V be the shortest

point in V (the “origin” of V ).

We also speak about equivalences of subspaces

V under the Weyl group, and denote an equiv-

alence class by [V ].

General statement: For any (M,π) there ex-

ist a finite collection of singular subspaces V

of a∗M,C and canonical residue operators ResV
such that V is defined over R if V is singular;

E =
∑
w
reswVE(φ(λ), wλ) (∈M(V ))



is holomorphic for Reλ = o(V ) and

θφ =
∑
V

∫
Reλ=0

ReswV
∑
w
E(φ(λ), wλ)

The map

p[V ]θφ =
∑

V ∈[V ]

∫
Reλ=0

ReswV
∑
w
E(φ(λ), wλ)

is a spectral projection (commutes with G(A)),
and we can identify the image with L2-sections
in a Hilbertian stack over o(V )+ ImV . In par-
ticular, the discrete spectrum corresponds to
V = pt.

GLn (Jacquet, Mœglin-Waldspurger) Discrete
spectrum appears for M = GLm × · · · × GLm
(k times) and π ⊗ . . . π. The signular point is
λ0 = (k−1

2 , . . . ,−k−1
2 ). The residue is given by

lim
λ=(s1,...,sk)→λ0

k−1∏
i=1

(si − si+1 − 1)E(ϕ(λ), λ)

classical groups:



G2 example: Recall roots: α (long), β (short),

α + β, α + 2β α + 3β, 2α + 3β. M = T0. In

addition to ρ = 3α + 5β, the two short roots

α + β, α + 2β are also singular. There is an

intertwining operator (not surjective). N =

⊗Np : I(α+ 2β) → I(α+ β). Let J = ⊗Jp be

the image.

(ResE(φ1),ResE(φ2)) =

[(φ1(α+β), Npφ1(α+2β)), (φ2(α+β), Npφ2(α+2β))]

pφ depends on the germ of φ at the point.

where [·, ·] is the inner product on I(α+ β)⊕ J
given by

((f, g), (f ′, g′)) = ((1 + E/2)N2(f + g), f + g)

The image of N2 = ⊗(N2)p is ⊗(π+
p ⊕ π−p ), π+

p

unramified, E = ⊗Ep acts as 1 on π+
p and as

−2 on π−p .

Thus, we get ⊕ε=(εp) ⊗ π
εp
p the sum is over all

ε such that 1 6= |{p : εp = −1}| <∞.



Fourier coefficients of Eisenstein series

Producing cuspidal representations from Eisen-

stein series (Ginzburg-Rallis-Soudry)

Example: Let π be a cuspidal representation

of GL2n(A) such that L(1, π,∧2) = ∞. By

the general philosophy this “means” that π

is a functorial lift from SO2n+1. (Reason: in

the L-group side π is a lift from a subgroup

of GL2n(C) on which ∧2 has a fixed vector,

i.e. from Sp2n(C). Note that LSO2n+1 =

Sp2n(C)).

Consider the Eisenstein series on SO4n induced

from π |det|s. It has a pole at s = 1
2. Let Ψ

be the residue. The Fourier coefficient with re-

spect to the character ψ(x1,2+ · · ·+xn−2,n−1+
1
2(xn−1,2n+xn−1,2n+1)) on the unipotent radi-

cal of the parabolic with Levi part L = GLn−1
1 ×

SO2n+2 defines an automoprhic form Φ on



SO2n+1 which is the stabilizer of this character

in L.

Example: n = 2

Φ(h) =
∫
(F\A)6

Ψ(

1 v ∗
h v∗

1

)ψ(v) dv h ∈ SO5(A)

for an appropriate character ψ : (F\A)6 → C.

It turns out that the Φ’s obtained this way

form an irreducible cuspidal representation τ

of SO2n+1(A) which is generic (has a non-zero

non-degenerate Fourier coefficient) and whose

functorial transfer to GL2n is π. That is, if

τ = ⊗vτv and τv = Ind(|·|s1 , . . . , |·|sn) at a place

where τv is unramified then

πv = Ind(|·|s1 , . . . , |·|sn , |·|−sn , . . . , |·|−s1).


